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Abstract: We consider systems of spatial random permutations, where permutations
are weighed according to the point locations. Infinite cycles are present at high densi-
ties. The critical density is given by an exact expression. We discuss the relation between
the model of spatial permutations and the ideal and interacting quantum Bose gas.
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1. Introduction

This article is devoted to random permutations on countable sets that possess a spatial
structure. Let x be a finite set of points xq,...,xy € R4, and let Sy be the set of
permutations of N elements. We are interested in probability measures on Sy where
permutations with long jumps are discouraged. The main example deals with “Gaussian”
weights, where the probability of 7 € Sy is proportional to

L
exp —@Zm—xn(fﬂz],

i=1

with 8 a parameter. But we are also interested in more general weights on permutations.
In addition, we want to allow the distribution of points to be random and to depend on
the permutations.

We are mostly interested in the existence and properties of such measures in the ther-
modynamic limit. That is, assuming that the N points x belong to a cubic box A C R¢,
we consider the limit |A|, N — oo, keeping the density p = N/|A| fixed. The main
question is the possible occurrence of infinite cycles. As will be seen, infinite cycles
occur when the density is larger than a critical value.

Mathematicians and physicists have devoted many efforts to investigating proper-
ties of non-spatial random permutations, when all permutations carry equal weight. In
particular, a special emphasis has been put on the study of longest increasing subse-
quences [1,3] and their implications for such diverse areas as random matrices [3,21],
Gromov-Witten theory [22] or polynuclear growth [8], and spectacular results have been
obtained. The situation is very different for random permutations involving spatial struc-
ture; we are only aware of the works [10,16,17] (and [11]). This lack of attention is odd
since spatial random permutations are natural and appealing notions in probability the-
ory; it becomes even more astonishing when considering that they play an important
role in the study of quantum bosonic systems: Feynman [9] and Penrose and Onsag-
er [23] pointed out the importance of long cycles for Bose-Einstein condensation, and
later Siit6 clarified the notion of infinite cycles, also showing that infinite, macroscopic
cycles are present in the ideal Bose gas [25,26]. These works, however, never leave the
context of quantum mechanics. We believe that the time is ripe for introducing a general
mathematical framework of spatial random permutations. The goal of this article is to
clarify the setting and the open questions, and also to present some results.

In Sect. 2, we introduce a model for spatial random permutations in a bounded domain
A C RY. As stated above, the intuition is to suppress permutations with large jumps. We
achieve this by assigning a “one-body energy” of the form >, £(x; — xz(;)) to a given
permutation 7 on a finite set x. The one-body potential £ is nonnegative, spherically
symmetric, and typically monotonically increasing, although we will allow more gen-
eral cases. In addition, we will introduce “many-body potentials” depending on several
jumps, as well as a weight for the points x.

As usual, the most interesting mathematical structures will emerge in the thermo-
dynamic limit |A|, N — oo, where N is the number of points in x. The ambitious
approach is to consider and study the infinite volume limit of probability measures.
The limiting measure should be a well-defined joint probability measure on countably
infinite (but locally finite) sets x C R, and on permutations of x. To establish such a
limit seems fairly difficult; as an alternative one can settle for constructing an infinite
volume measure for permutations only, with a fixed x chosen according to some point
process. We provide a framework for doing so in Sect. 3, and give a natural criterion
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for the existence of the infinite volume limit (it is a generalisation of the one given in
[11]). This criterion is trivially fulfilled if the interaction prohibits jumps greater than a
certain finite distance; however, its verification for the physically most interesting cases
remains an open problem.

Another option for taking the thermodynamic limit is to focus on the existence of the
limiting distribution of one special random variable as |A|, N — oo. Motivated by its
relevance to Bose-Einstein condensation, our choice of random variable is the probabil-
ity of the existence of long cycles; more precisely, we will study the fraction of indices
that lie in a cycle of macroscopic length. The general intuition is that in situations where
points are sparse (low density), or where moderately long jumps are strongly discour-
aged (high temperature), the typical permutation is a small perturbation of the identity
map, and there are no infinite cycles. In Sect. 4 we give a criterion (that corresponds to
low densities, resp. high temperatures) for the absence of infinite cycles.

On the other hand, infinite cycles are usually present for high density. The density
where existence of infinite cycles first occurs is called the critical density. We establish
the occurrence of infinite, macroscopic cycles in Sect. 5 for the case where only the
one-body potential is present, and where we average over the point configurations x in
a suitable way. An especially pleasing aspect of the result is the existence of a simple,
exact formula for the critical density. It turns out to be nothing else than the critical den-
sity of the ideal Bose gas, first computed by Einstein in 1925! The experienced physicist
may shrug this fact off in hindsight. However, it is a priori not apparent why quantum
mechanics should be useful in understanding this problem, and it is fortunate that much
progress has been achieved on bosonic systems over the years. Of direct relevance here
is Siit6’s study of the ideal gas [26], and the work of Buffet and Pulé on distributions of
occupation numbers [6].

Section 6 is devoted to the relation between models of spatial random permutations
and the Feynman-Kac representation of the Bose gas. We are particularly interested in the
effect of interactions on the Bose-Einstein condensation. While this question has been
largely left to numericians, experts in path-integral Monte-Carlo methods, we expect
that weakly interacting bosons can be exactly described by a model of spatial permuta-
tions with two-body interactions. An interesting open problem is to establish this fact
rigorously. Numerical simulations of the model of spatial permutations should be rather
easy to perform, and they should help us to understand the phase transition to a Bose
condensate.

In Sect. 7 we simplify the interacting model of Sect. 6. It turns out that the largest
terms contributing to the interactions between permutation jumps are due to cycles of
length 2. Retaining this contribution only, we obtain a toy model of interacting random
permutations that is simple enough to handle, but which allows to explore some of the
effects of interactions on Bose-Einstein condensation. In particular, we are able to com-
pute the critical temperature exactly. It turns out to be higher than the non-interacting
one and to deviate linearly in the scattering length of the interaction potential. This is
in qualitative agreement with the findings of the physical community [2,14,15,20]. In
addition, we show that infinite cycles occur in our toy model whenever the density is
sufficiently high. However, our condition on the density is not optimal — it is higher
than the critical density of our interacting model. We expect the existence of infinite
cycles right down to the interacting critical density, but this is yet another open problem.
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Fig. 1. Illustration for a random set of points x, and for a permutation 7 on x. Isolated points are sent onto
themselves

2. The Model in Finite Volume

Let A be abounded open domain in R¢, and let V denote its volume (Lebesgue measure).
The state space of our model is the cartesian product

Qan =AY x Sy, (2.1)

where Sy is the symmetric group of permutations of {1,...,N}. The state space 2y can
be equipped with the product o -algebra of the Borel o-algebra for A", and the discrete
o-algebra for Sy. An element (x1, ..., xy) X T € Q4 n is viewed as a spatial random
permutation in the sense that x; is mapped to x;(;y for all j. Figure 1 illustrates this.
The probability measure on €2,y is obtained in the usual way of statistical mechanics:
a reference measure, in our case the product of Lebesgue measure on A" and uniform
measure on permutations, is perturbed by a density given by the exponential of a Ham-
iltonian, i.e. a function H : Qz y — (—00, 0co]. We will shortly specify the shape of
relevant Hamiltonians.

We are interested in properties of permutations rather than positions, and we only
consider random variables on Sy. We consider two different expectations: Ey, when
positions x € A" are fixed; and E 5y, when we average over positions. For this purpose
we introduce the partition functions

Y(x)= Z e HOT)
HESN
| 2.2)
Z(A,N) = M/AN Y(x)dx.

In the last line, dx denotes the Lebesgue measure on R?N. The factor 1/N! implies
that Z(A, N) ~ eV for large V, N, and for “reasonable” Hamiltonians — a desirable
property in statistical mechanics. Then, for 0 : Sy — R a random variable on the set of
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permutations, we define

_ b —H(x.m)
Ex(0) = ) ngg:N 0()e , (2.3)
and
_ 1 —H(x.m)
Ean® =z mw /AN dx ZS: O(r)e
TTEON
1

We will be mostly interested in the possible occurrence of long cycles. Thus we intro-
duce a random variable that measures the density of points in cycles of length between
m and n:

Omn(M) =T #{i=1,...,N:m<{(m)<n} (2.5)
Here, ¢; (7r) denotes the length of the cycle that contains i; that is, £; (7) is the smallest

number n > 1 such that 7 (i) = i. We also have

1 N
@ () = 37 2 Ximn) (£ (1) (2.6)
i=1

with X ; denoting the characteristic function for the interval 7.
We denote by Ry the space of random variables on Sy that are invariant under
relabeling. That is, 6 € Ry satisfies

0(c"'no) =0(n) 2.7)
for all o, ¥ € Sy. Random variables in R have the useful property that they do not
depend on the way the set x = {x1,...,xy} is labeled. Instead, they only depend on
the set x itself, and in that sense are the most natural quantities to study. Notice that
Qm,n € RN.

We now discuss the form of relevant Hamiltonians. H is given by the sum
He,m)=HY @, m)+ > HOx, 7)+Gx), (2.8)
k=2
where the terms satisfy the following properties. Let x = (x1, ..., xn).

e The one-body Hamiltonian H " has the form
N
HO(x, ) = D" (i — X21)- (2.9)
i=1

We suppose that £ is a spherically symmetric function R? — [0, oo], that £(0) = 0,
and that e~¢ is integrable.
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e The k-body term H® : Q4 y — R can be negative; it has the form

HOG@ m)= > V((xj. %)) jea) (2.10)

Ac{l,...,N}
|A|=k

e The function G : RN — R depends on the points only. It has no effect on the
expectation Ey, but it modifies the expectation E 5 y.

We will discuss in Sect. 6 the links between spatial random permutations and the
quantum Bose gas. We will see that the physically relevant terms are &(x) = |x|>/48,
that the interactions are two-body (H &) = 0 for k > 2), and that G(x) = 0. From
the mathematical point of view it is interesting to consider a more general setting. In
particular, we can restrict the jumps by setting & (x) = oo for | x| bigger than some cutoff
distance R. The effect of G is to modify the typical sets of points. We can choose it
such that Y (x) = 1. We refer to this case as “Poisson”, since positions are independent
of each other, and they are uniformly spread. The point process for the Bose gas is not
Poisson, however. The fluctuations of the number of points in a subdomain were studied
in [18]. They were shown to satisfy a large deviation principle with a rate function that
is different than Poisson’s.

3. The Model in Infinite Volume

As usual, the most interesting structures emerge in the infinite volume limit V. — oo or,
more precisely, the thermodynamic limit V' — oo, N = pV. The easiest way to take
this limit is to consider a fixed random variable, e.g. @, , (;r) from (2.5), and study its
distribution as V' — oo and N = pV. We will indeed do this in Sect. 5; an advantage of
this approach is that we do not have to worry about infinite volume probability measures.
But these infinite volume measures are very interesting objects to study directly, in the
same spirit as when constructing infinite volume Gibbs measures. We advocate this point
of view in the present section, and introduce a framework for spatial permutations in
unbounded domains.

3.1. Theo-Algebra. The present and the following subsection contain preparatory results
about permutations on N. We introduce the “cylinder sets” B; ; that consist of all
permutations where i € Nis sentto j € N:

B j={meSy:n@()=j} (3.1

Let X/ denote the collection of finite intersections of cylinder sets and their complements.
One can check that it is closed under finite intersections, and also that the difference
of two sets is equal to a finite union of disjoint sets. Such a family of sets is called
a semiring by probabilists. Semirings are useful because they are easy to build from
basic sets, and because premeasures on semirings can be extended to measures by the
Carathéodory-Fréchet theorem. Let X be the o -algebra generated by the B; ;.

We start by proving a structural lemma that we shall use when extending finite volume
measures to an infinite volume one. For A1, A/l, e A, A;n C N, let us define

By hr ={reSyinTli) e Arand () € AL 1< i <m). (B2
1 m
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One easily checks that any element of the semiring can be represented by a set of the
form (3.2). Also, the intersection of two such sets satisfies
AL Ay Ci..Cp AINCy...ApNGCy,
BA/ Al mBC’ R/ BA |NC}..AL,NC), " (3-3)

m

Lemma 3.1. Let Ay, A}, Aa, A}, ... be finite subsets of N. If
for all finite m, then lim,,_, oo B:{_‘:ﬁi’: # 0.

It is crucial that both A; and A} be finite for all i; counter-examples are easily found
otherwise. For instance, choose A} = N, A; = {i — 1} fori > 1, and A; = {i + 1} for
all i; then each finite intersection is non-empty. The infinite intersection is empty, on the
other hand, since there is no possibility left for the preimage of 1. Similarly, choosing
A} =N, Al ={i — 1} fori > 1 and A; = {i + 1} does not leave a possible image for 1.
These two cases should be kept in mind when reading the proof.

A claim similar to Lemma 3.1 and Theorem 3.2 was proposed in [11]. The proof
there contains a little flaw that is corrected here.

Proof. We write B“, instead of B{ ) etc... We have

Al Ay _ ay...am
BA/IA;n - aI’Ham Ba{a,’n : (3'4)
sty
The union is over aj € Ay, ..., a,, € A,,, with the restriction that ¢; # a; and a, # a}

fori # j. The union is dlS_]Olnt B“l o # ¢, and

Bal am+1 C Bal ~am (35)

al am+l al am
Permutations are charaterised by a “limiting set”, namely

{m} = am (3.6)
2
where {4;}, {a]} are given by
7 Niy=a and n()=d. (3.7)

Conversely, given {a; }, {a 1 Ba'a2 is either empty, or it contains the permutation 7 that

satisfies (3.7). We now check that the decomposition (3.4) yields at least one non-empty
limiting set.
The sets BZ,""Z;" that appear in (3.4) can be organised as a tree. The root is Sy. The
1%m
sets with m = 1 are connected to Sy, i.e. all the sets Ba,l, a; € Ay and a] € A). The

sets with m = 2 are connected to those with m = 1. Premsely, the sets B“,l ,2, ay € Ay
aa

and a}, € A, are connected to B . And so on... There are infinitely many Vert1ces but

finitely many vertices at finite dlstance from the root.
We can select a limiting set as follows. Let Ea Z’," denote the length of the longest
1%m

path descending from BZ}”'“}”. For each m, there is at least one {g;}, {a/} such that

1%m
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EZ}”'Z’,” = 00. (Otherwise the tree cannot have infinitely many vertices, since the sets
1%m

Ay, A, ... have finite cardinality.) Further, there exists a1 € Ap41 anda,,,, € A |,

such that £7)*"*! = co. We can choose an infinite descending path such that £7} " is

1 "m+l1 1%m
always infinite. The sets B/ " are not empty for any m, so that B

1°%m

ayas..

a%m’ is a non-empty

limiting set. O

3.2. An extension theorem. We now give a criterion for a set function p on ¥’ to extend
to a measure on X.

Theorem 3.2. Let X' be the semiring generated by the cylinder sets B; j in (3.1), and
let i be an additive set function on X' with u(Sy) < 0o. We assume that for all fixed
i €N, we have

D uBip=1 and > uBj) =1 (3.8)
i>1 i>1
Then w extends uniquely to a probability measure on (Sy, X).

If 1 is symmetric with respect to the inversion of permutation, i.e. (B, ;) = w(Bj,;),
then the two conditions are equivalent. Since Sy = U} B; ;, this amounts to o -additivity
for arestricted class of disjoint unions. Thus (3.8) is also a necessary condition. Theorem
3.2 does not contain any reference to space; but we shall see in the following section
that the spatial structure provides a natural way for (3.8) to be fulfilled in certain cases.

Proof. 1t follows from the assumption of the theorem that for any ¢ > 0, there exist
finite sets Cq, Ca, ... such that, for all i,

i ({7‘[ €Sy:n (i) e Cand n(i) € c,-}) S 1=l (3.9)
Then for any m, we have
w(BE ) =1 - e (3.10)

We prove the following property, that is equivalent to o -additivity in X’. For any decreas-
ing sequence (G,,) of sets in X’ such that u(G,) > ¢ for all n, we have lim,, G,, # .
As we have observed above, G, can be written as
— Ant--Apm

Gn=B," "4

nm

(3.11)

for some finite m that depends on n. Without loss of generality, we can suppose that
m > n (choosing some sets to be N if necessary); we can actually take m = n (by
restricting to a supersequence if necessary). This allows to alleviate a bit the argument.

We have G, N G,4+1 = Gpy1. Using (3.3), we can choose the sets such that A,; D
Apsriand Aj; D A) L ; for each i. The sets Ay, A, may be infinite. We therefore

define the finite sets D,; = A,; N C; and D), = A’ N C;. Then
Dy ...Dyp Ci..Cy
w (o) =1 (6N 8EE)

nl:
> (G~ ([BEET) (3.12)

> z€.

N[ —
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The sets Dy, D;”. are finite and decreasing for fixed i. Let
D; =lim D,;,  Dj =lim Dy,. (3.13)
n n
For any &, there exists n large enough such that

Dyj...Dp D, ...Dy

B, " C BD{..‘D,’( C Gk. (3.14)
The set in the left side is not empty since it has positive measure. Thus the set in the
middle is not empty for any k. By Lemma 3.1, its limit as k — oo is not empty, which
proves that limy Gy # @. O

3.3. Permutation cycles and probability measure. Here we discuss the connection
between the considerations of the two previous subsections, and the spatial structure.
The set of permutations where i belongs to a cycle of length n can be expressed as

n
(n)
B = U NBj . (3.15)
Jlseens Jn i=1
where ji, ..., j, are distinct integers, and where we set jo = j,. The union is countable

and Bl.(n) belongs to the o-algebra . The event where i belongs to an infinite cycle is
then

C
B™ = [ U Bi(")] (3.16)
n>1
and it also belongs to X. We can introduce the random variable ¢; for the length of
the cycle that contains i. It can take the value oco. Since £, 1({n}) = Bi(") for all
n=1,2,...,00, we see that ¢; is measurable.

In general the probability distribution of ¢; depends on i. Thus we average over points
in a large domain. Let x C R? be a countable set with no accumulation points (that is, if
A C R? is bounded, then x N A is finite). The elements x1, x7, ... of x can be ordered
according to their distance to the origin. More exactly, we suppose that for any cube A
centered at the origin, there exists N such that x; € A iff i < N. Let V be the volume
of A. We introduce the density of points in cycles of length between m and n, by

oMMy =T #{i=1,....N:m<{(m)<n} (3.17)

This expression is of course very similar to Eq. (2.5) for the model in finite volume.
Next we define the relevant measure on Sy. Let Sy be the set of permutations that
are trivial for indices larger than N:

Sy ={meSy:n)=iifi > N}. (3.18)

We define the finite volume probability of a set B in the semiring X’ by

1
(A) —H(xp,m)
vy (B) = E e . (3.19)
: Y(xA) T[EBQSN

Here, x , = x N A. The Hamiltonian H (x 5, 7r) and the normalisation Y (x 5 ) are given
by the same expression as in Sect. 2.
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The existence of the thermodynamic limit turns out to be difficult to establish. If x is
a lattice such as Z¢, or if x is the realisation of a translation invariant point process, we
expect that v,(CA) (B) converges as V — oo. We cannot prove such a strong statement,
but it follows from Cantor’s diagonal argument that there exists a subsequence (V,,) of
increasing volumes, such that vﬁA")(B ) converges for all B € ¥'. (Here, A, is the cube
of volume V), centered at 0.) Thus we have existence of a limiting set function, vy, but
we cannot guarantee its uniqueness.

If £ involves a cutoff, i.e. if e~§W i zero for x large enough, (3.8) is fulfilled and vy
extends to an infinite volume measure thanks to Theorem 3.2. But we cannot prove the
criterion of the theorem for more general &, not even the Gaussian. It is certainly true,
though.

For relevant choices of point processes and of permutation measures, we expect

that limy _, o anA,)l () exists for a.e. x and a.e. . Let @,, ,, denote the limiting random
variable. It allows to define the expectation

E(@m ) = / dp(x) / v ()@ 0 (7)- (3.20)

It would be interesting to obtain properties such as concentration of the distribution of
Q.- The simplest case should be the Poisson point process.

3.4. Finite vs infinite volume. The finite volume setting of Sect. 2 can be rephrased in
the infinite volume setting as follows. Let 1) be the point process on R such that

Y(x) . —
LA (dy) = zanmwdx ifx C A and [x| = N, (3.21)
0 otherwise.

Next, let v,(cA) be as in (3.19). For A1 D A> D As, let us consider the expectation

Enav@i) = [ [ @ ey, (3.22)
This can be compared to Eqs (2.4) and (2.5). Namely, we have

EaN@pn) = Ennn@S). (3.23)

It would be interesting to prove that the infinite volume limits in (3.22) can be taken
separately. Precisely, we expect that

im Eppaj(@n,) = lim lim 1lim Eajap6,@03).  (3.24)
A R4

A3 /RY Ay /RE Ay /RE

4. A Regime without Infinite Cycles

Atlow density the jumps are very much discouraged and the typical permutations resem-
ble the identity permutation, up to a few small cycles here and there. In this section we
give a sufficient condition for the absence of infinite cycles. We consider the infinite
volume framework. The condition has two parts: (a) a bound on the strength of the inter-
actions; (b) in essence, that the points of x lie far apart compared to the decay length of
e¢ . Here, B denotes the set of permutations where the cycle y is present.
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Theorem 4.1. Let x C RY be a countable set, and let i be an integer. We assume the
following conditions on interactions and on jump factors, respectively.

(a) There exists 0 < s < 1 such that for all cycles y = (ji, ..., jn) C Nlong enough,
with j1 =i, and all permutations w € BW),

n
Z ‘V ((xj. xx(j))jea) = V ((xj,xﬁ(j))jeA)‘ < SZS(XJ' —Xj-1),
AcN j=1

ANy #P

with xo = x,, and where T is the permutation obtained from w by removing v, i.e.

o mGy i #E e
n(])_ij if j = jk for some k.

(b) With the same s as in (a),

Z Z ﬁ e—(l—S)E(Xjk_xjk—l) < 0Q.

21 y=(j1,emjn) k=1

J1=1
Then we have

lim lim v,(cA)(Bl.(k)) =0.
n—-oo V—oo
k>n

The condition (a) is stated “for all cycles long enough”, i.e. it must hold for all cycles
of length n > ng, for some fixed ng that depends on i only. This weakening of the
condition is useful; many points are involved, they cannot be too close, and >_ £(-) in
the right side cannot be too small.

If vy extends to a measure on X, then

: . (A pk) (00)
Tim Vlgnoog i (BY) = ve (B[, (4.1)
zZn

and the theorem states that vy (Bl.(oo)) =0.
An open problem is to provide sufficient conditions on the Hamiltonian such that, in
the finite volume framework, we have

lim lim E =0.
M—>00 V—00 A’pV(QM"OV)

Proof of Theorem 4.1. By definition,

WM (B®) = 1 D o= Zhot Gy =i )= any 20 V(X)) jea) —H (x vy )

Y(x —
(xa) Y=t e B

4.2)



480 V. Betz, D. Ueltschi

with BI(\}’) = B NSy. By restricting the sum over permutations, we get a lower bound
for the partition function:

Y(xp) 2> Z exp 1 — Z V((xj, x7(jy) jea) — H(xXA\y, T) . 4.3)
rreB](\}') ANy #P

Observe that H(x\y,w) = H(xA\y, 7). Combining with the two conditions of the
theorem, we obtain

Z VJ(cA)(B,'(k)) < z Z ﬁ e~ (=980 —xj_,) (4.4)

k>n k> ny=(i,..jo =1
J1=1

The right side does not depend on A, and it vanishes in the limitn — oco. O

5. The One-Body Model

5.1. Occurrence of infinite cycles. The occurrence of infinite cycles can be proved in a
large class of models with one-body Hamiltonians, with the critical density being exactly
known! Here the domain A is the cubic box of size L, volume V = L9 . We fix the density
o of points, that is, we take N = pV.

Recall the definition (2.5) for the random variable g,, , that gives the density of
points in cycles of length between m and n. We consider the Hamiltonian

N
H(x,m) =D En(xi — Xz(i), (5.1)

i=1

where the function &, is a slight modification of the function &, defined by the relation

e~ a0 Z e—§(—=Ly) (5.2)
yeZd

Our conditions on £ ensure that the latter sum is finite, and that £, converges pointwise
to & as V — oo. This technical modification should not be necessary, but it allows to
simplify the proof of Theorem 5.1 below. In essence, this amounts to choosing periodic
boundary conditions.

LetC = [ e~ . We suppose that the Fourier transform of e ¢ is nonnegative,

and we denote it C e¢® : For k € RY,
Ce™*® = / e 2mikx o8 gy, (5.3)
Rd

The “dispersion relation” (k) always satisfies

o £(0)=0;¢ek) > a|k|2 for small k (indeed, the Laplacian of e~¢®) would otherwise
be zero at k = 0; then f |)c|2 e~§™ dx = 0, which is absurd).

e ¢(k) > 0 uniformly in k away from zero;

o [e*Wdk=C"! <.
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Among many examples of functions that satisfy the conditions above, let us mention
several important cases.

(1) The Gaussian:
e 0 — WPAB oy = 4n2Blk2, € = (dnp)d>. (5.4)
(2) Indimension d = 3, the exponential:
e W = eB - e(k) =2log[l + QnBlk)?), C=87/B. (5.5)

(3) Ind = 3, a sufficient condition for positive Fourier transform is that
VA
L(e™) (5.6)

be monotone decreasing; here, & depends on r = |x| only. See e.g. [13] and refer-
ences therein. Thus there exist functions e ¢ with compact support and positive
Fourier transform.

4 Ind=1,

e 5™ = (x| + )72 (5.7)
Its Fourier transform is positive by Lemma B.1. It can be checked that (k) ~ |k| 1/2
for small &, so that its critical density is finite.

We define the critical density by

dk
Pec = Rl m (5.8)

The critical density is finite for d > 3, but it can be infinite in d = 1, 2. The following
theorem claims that infinite cycles are present for p > p. only, and that they are macro-
scopic. It extends results of Siit6 for the ideal Bose gas [26], which corresponds to the
Gaussian case &(x) ~ |x|2. The theorem also applies when p. = oo.

Theorem 5.1. Let & satisfy the assumptions above. Then for all0 < a < b < 1, and all
s >0,

P ifp < pe;
pe i p = pe;

(b) llm EA,/JV(QV‘Z,V]’) = 0,
V—oo

(@)  lim Ep pv(@ ya) =[
V—oo

0 if p < pc;
(© lim Eppv(eys g y) =18 fO<s < p—pc,
V—oo .
p—pc fO<p—pe <.

The rest of this section is devoted to the proof of this theorem.
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5.2. Fourier representation for spatial permutations. The first step is to reformulate the
problem in the Fourier space. In the Gaussian case, §(x) = |x |2, this is traditionally done
using the Feynman-Kac formula and unitary transformations of Hilbert spaces. There
is no Feynman-Kac formula for our more general setting, but we can directly use the
Fourier transform. This actually simplifies the situation.

Here and in the sequel, we use the definition (5.3) for the Fourier transform. Let
A be the unit cube, i.e. we fix the length to L = 1. For f € L'(RY), let fa(x) =
> yeza f(x +y); notice that fo € L1(A).

Lemma 5.2. Let f € Ll(Rd). Foralln =1,2,..., we have
n
/ dxp...dx, HfA(xi —Xi—1) = Z f)".
’ i=1 kezd
(By definition, xo = x.)

Proof. The n™ convolution of the function fA with itself satisfies

(A ) = /dxl coedxp1 () faGez = x1) o fa (e — xp—1). (5.9)

The product [] fa (x; — x;_1) is translation invariant, so that

/An dxi --.danfA(xi —Xi—1) = /A" dxp...dx, falxr) faGeo —x1) fal=xp—1)
i=1

= fa"(0)

= > 7w

keZd

= > f". (5.10)

kezd

The hat symbol in the third line denotes the L2(A)-Fourier transform; but in the fourth
line, it denotes the L2(R?)-Fourier transform. O

We will use a corollary of this lemma.

Corollary 5.3. Let A be a cube of size L, A* = (%Z)d be the dual space, and let
falx) = ZyeZd f(x + Ly). Then for any permutation = € Sy we have:

N N N
/AN dxi .-~dXNiljlfA(xz' —xxi) = 2. [k iljlf(ki)

ki,....kyeA* i=1

Proof. Ttis enough to consider the case L = 1, the general case can be obtained by scal-
ing. The multiple integral factorises according to the cycles of the permutation. Using
Lemma 5.2 for each cycle, we get the result. O
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We are now in position to reformulate the problem in the Fourier space. By Corollary
5.3, we have the relation

N
1 N
— 2= (ki)
Z'(A, N)N! Z o) Z e Zi=1¢ Hfsk,-,k,,(,.) (5.11)

TeSy ki,....ky €A* i=1

ExN@) =

with Z'(A, N) = C"NZ(A, N).

A simpler expression than (5.11) is available for random variables invariant under
relabeling, i.e. & € Ry. To obtain it, we introduce the set N5 of “occupation numbers”
on A*. Anelementn € N} isasequence ofintegersn = (ny),n; =0, 1,2, ...,indexed
by k € A*. We denote by N n the set of occupation numbers with total number N:

NA,N=[n €Ny : anzN}. (5.12)
keA*

Let kK = (ky,...,ky) be an N-tuple of elements of A*. We can assign an element
n = n(k) in No y by defining, for each k € A*,

ng=#i=1,...,N : ki =k}. (5.13)

In other words, ny is the number of occurrences of the vector & in k. The map k +— n(k)
is onto but not one-to-one; the number of k’s that are sent to a given n is equal to

N!/ IT ne

keA*

We now introduce probabilities for Fourier modes, permutations, and occupation
numbers. The sample space is (AN x Sy it is discrete, and we consider the discrete
o -algebra. When taking probabilities, we write k x 7 for {(k, w)}; k for {k} x Sy; n
for {k : n(k) = n} x Sy and 7 for (A*)" x {r}. We define the probability Py N by

1 o3V ek) if ki = ke ;
Py (k x ) = | ZENON e 1 if ki = ky(;) forall i, (5.14)
' 0 otherwise.
Here, k = (ky, ..., ky). Summing over permutations, we get
1
P k — — e~ ZkEA* e(kyn ' 515
AN (K) Z A NN kl;\[* ni (5.15)

with (ny) = n(k). Finally, summing over Fourier modes that are compatible with occu-
pation numbers yields

1
Pan(n) = 7w Zkenr e (5.16)

It follows that the partition function Z’(A, N) can be expressed using occupation num-
bers as

Z'(A,N) = Z e~ Zkenr eMmc (5.17)

ne/\/'A.N

These definitions allow to express E A y () in an illuminating form.
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Lemma 5.4. Forall 6 € Ry,

Exn@) = > Panm D 0()Pan(rlk),

ne./\/'A,N by ESN
with k any N -tuple of Fourier modes that is compatible with n, i.e. such that n(k) = n.

Proof. Using the definitions (5.14)—(5.16), the expectation (5.11) of 6 can be written as

Exn@) = D, D 00 Pynkxm)

ke(A")N 7eSy

= > Pan(k) D 0(w)Pan(rlk).

ke(A¥)N reSn

(5.18)

The latter sum does not depend on the ordering of the k;’s — it depends only on occu-
pation numbers (notice that Pp y(7|o(k)) = PA,N(O'_IJTO'UC) for all o € Sy). The
lemma follows from (5.16). O

Lemma 5.5.

n—m+1 ifl<m<n<ng

1
2 CunMPANGTR) = D qm—m+1 1 <m<ne<n
TESN keA* | 0 ifng <m < n.

Proof. Tt follows from (5.14) that, given k, permutations are uniformly distributed (over
compatible permutations). That is,

1 «ng! if kyy = k; forall i,
Pan (k) = [ /Miearmet ki) = ki forall i (5.19)
’ 0 otherwise.
Given k = (ky, ..., ky), a permutation 7 that leaves it invariant can be decomposed

into a collection (1), ¢ € Sy, , of permutations for each Fourier mode, namely

1
> emamPanio =[] > o7 | @ (kenn). (520

7eSy keA* ﬂkESy,k

In addition, we have
1
O (Tkenr) = VkeZA:* Non (1), (5.21)

with Ny, ,(7) being the number of indices that belong to cycles of length between m
and n. We obtain

1 1
2 Cun@PANGR) = > o > Nuanlmo). (5.22)

TeSN ke A* ’ ”keSnk
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We see that modes have been decoupled; further, we only need to average N, , () over
uniform permutations. One easily checks that the probability for an index to belong to a
cycle of length ¢, with N indices, is equal to 1/N for any £. Then

N Npp(m)=n—m+1, (5.23)
’ JTESN
for integers 1 < m < n < N. The lemma follows. O

We have all the elements for the proof of Theorem 5.1.

Proof of Theorem 5.1. We introduce a set A, of occupation numbers that is typical.
With pg = max(0, p — pc), let

Ay={neNyn: ‘nvo —,oo’ <n; Z ng <nVing < V3 forall k| > V7"
O<|k|<V—n
(5.24)

Notice that, for any n € A,

min(p, p)V =2V < > g < min(p, po)V + V. (5.25)
k| > v
It is proved in Proposition A.2 that Py y(A,;) — 1as V,N — oo, forall n > 0.
Together with Lemmas 5.4 and 5.5, we obtain, with N = pV,

lim Expv(@n,) = Jim > Panm[el,m) +efb,m +e,m]. (526)
V—o0 V—oo

neA,

We partitioned A* into the disjoint union of M© = {0}, MV = {k : 0 < |k| < V77},
and M@ = {k : |k| > V~"}, and we introduced

. 1
o, (n) = v kZM;i) [(n = m + D)X y,00) (i) + (ng — m + DX oy ()] (5.27)

First, we note that Q,(J,),, (n) < nforall m, n, so this term does not contribute in (5.26).
Next, assuming that 3n < a < b, we have

. 1 .
min(p. pe) =20 < Qfya(m) = - D e < min(p, pe) +1. (528)
k| = V=0

We used (5.25). In addition, we observe that 9(2) (n) and Q(z) V(n) are zero for

va,yb Vb.s
n € A,. Let us turn to Qf,??n. We have
0 0 _
o Vam +oy) ) < VP (5.29)
so these terms do not contribute in (5.26). Finally, we have
0 if p < pc,
) =1V, < 5.30
Qyh oy =17 v— ifp=pcandng < sV, (5.30)
’ b
s—VT” if p > pcand ng > sV.

Inserting this information in (5.26) yields the theorem. 0O
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6. The Quantum Bose Gas

Einstein understood in 1925 that non-interacting bosons undergo a phase transition
where a single particle state becomes macroscopically occupied. Ever since the Bose
gas has stirred the interest of physicists and mathematical physicists. The first ques-
tion that theoreticians needed to resolve was whether Bose-Einstein condensation also
occurs in interacting systems, and what is the order parameter. Feynman introduced in
1953 what is now refered to as the Feynman-Kac representation [9]. It involves “space-
time” trajectories and permutations, and Feynman emphasised the role played by long
cycles. The correct order parameter, called “off-diagonal long-range order”, was pro-
posed shortly afterwards by Penrose and Onsager [23]. But cycles did not disappear, and
it was suggested in 1987 that winding cycles are related to superfluidity [24]. Siit6 made
precise the notion of infinite cycles and he showed that it is equivalent to Bose-Einstein
condensation in the ideal gas [25,26]. An exact formula made this relation more explicit
[27]. Recently, Boland and Pulé obtained puzzling results for the infinite-hopping Bose-
Hubbard model [5]: Infinite cycles are present iff there is Bose-Einstein condensation,
but the density of particles in infinite cycles is strictly greater than that in the conden-
sate.

There are many open questions, of interest to physicists and mathematicians. The
relationship between Bose-Einstein condensation, superfluidity, and infinite cycles, has
yet to be clarified. The ideal gas can condense (if d > 3) but it is never superfluid.
Interacting bosons in one or two dimensions do not condense but they may be super-
fluid. Infinite cycles seem related to Bose-Einstein condensation. It was argued in [28],
however, that infinite cycles may be present in a solid at low temperature, so they
do not automatically imply the existence of a condensate (nor a superfluid). On the
other hand, it is expected that interacting bosons in three dimensions have a transi-
tion to a Bose condensate and a superfluid, and that this transition takes place at the
same critical temperature. We also expect the critical temperature for infinite cycles
to be the same. It is therefore of physical relevance to consider infinite cycles in the
Feynman-Kac representation of the Bose gas. We discuss in Subsect. 6.1 the relation
between the Bose gas and models of spatial permutations. The latter should help us
understand the effects of interactions on the critical temperature. This is discussed in
Subsect. 6.2.

The Bose gas has also been the object of many interesting mathematical studies. We
only refer to [30] for a discussion of Bogoliubov theory and related work, and to [19]
for remarkable results on the ground state of the interacting gas.

6.1. Feynman-Kac representation of the Bose gas. The state space for a system of N
identical bosons in a cube A C R? (size L, volume V = L9) is the Hilbert space
Lzym (AN) of complex square-integrable symmetric functions on A" . The Hamiltonian
is the Schrodinger operator

N

H=-> A+ > Ui—x). (6.1)

i=1 1<i,j<N

Here, A; denotes the d-dimensional Laplacian for the i th variable, and U (x; — x;) is
a multiplication operator that represents the interaction between particles i and j. We
choose the self-adjoint extension for periodic boundary conditions.
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In order to get cycles, and following [25], we work in the Hilbert space L2(AN) and
we consider the unitary representation of Sy. That is, let U, denote the unitary operator

Uﬂf(xl, ...,XN) = f(xn(l), ...,X;-,(N)). (6.2)
If 6 is a function of permutations, we can define its expectation by
1
— -BH
O)aN = Z i WNI > ()T Uy e PH, (6.3)
HESN

The Feynman-Kac formula expresses the operator e ## as an integral operator,
whose kernel is given by

K(X1, .. XN Y1 YN) =/dW,?{?W(wl).../dW3ﬁyN<wN)

28
exp | —1 Z /0 U(wi(s) — wj(s))ds ¢. (6.4)

1<i<j<N

Here, the Wiener measure ny describes a Brownian bridge between x and y in time 8,
with periodic boundary conditions. We refer to [12] for an excellent introduction to the
subject. We have

/dey(w) =D gplx —y+La) =g (x — ), (6.5)

ze74

where gg denotes the normalised Gaussian function

gp(x) = e x/28, (6.6)

1
Q2rp)/?
The sum over z in (6.5) accounts for periodic boundary conditions. For large L the
functions g/(ﬁA) and gg are almost identical. If f is a function R — R,and 0 < 1] <
... < t, < B are ordered “times”, we have

/dW)'cBy(a))f ((,()(t]), 7w(tn)) = Z \/l\gdn dX1 dxn

zeZd

g (= xngY (o —x1) gl (v —x) f(xn L x). (67)

By the Feynman-Kac formula, the partition function is

Z(AN) =Tz am) e PH

1
= — Z dx1 .. .deK(xl, e XNS X (1) e ey xﬂ(N)). (6.8)
N! AN
JTESN
The sum over permutations is present because we work in the symmetric subspace. The
expectation of observables on permutations can be expressed as
1

Ol = Z NN

Z 9(7‘[)/Ndxl...de K(xl,...,xN;xﬂ(l),...,x,T(N)).
JTESN A

(6.9)
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The connection to the model of spatial permutations is immediate in the absence of
interactions (U (x) = 0): (0)a,n = Ea ny(0) with&(x) = |x|2/4ﬂ, H® =0fork > 2,
and G(x) = 0.

6.2. Discussion: Relevant interactions for spatial permutations. The models of spatial
random permutations retain some of the features of the quantum Bose gas in the Feyn-
man-Kac representation, but not all of them. The interactions between quantum particles
translate into many-body interactions for permutations. However, an expansion reveals
that to lowest order the interaction is two-body; precisely, the interaction between jumps
x — yand x’ — y' is given by

48 . . ~
Vi, y, 1, y) = / [1 _ e—%fo U(w(s))ds ] deEx/ yiy/(a)). (6.10)
for x # y.Here, W;y = gfl(x—y)W;y is anormalised Wiener measure, fdﬁ\/;’y =1.

If U consists of a hard-core potential of radius a, we notice that V (x, y, x’, y') is equal
to the probability that a Brownian bridge, from x — x’ to y — y/, intersects the ball of
radius a centered at 0.

The computation of (6.10) can be found in [29]; it is partly justified by a cluster
expansion, although a rigorous result is still lacking. We expect that the critical temper-
ature for the occurrence of infinite cycles is the same for (-)p ny and Ex_n(-) to lowest
order in the strength of the interaction potential.

An important question about Bose systems concerns the effect of interactions on the
critical temperature. Over the years physicists gave several, conflicting answers. But
a consensus has recently emerged in the physics literature, mostly from path-integral
Monte-Carlo numerical studies. The critical temperature Tc(a), as a function of the “scat-
tering length” a of the interaction potential (see e.g. [19] for the definition), behaves in
three dimensions as

Tc(a) _ TC(O)

5 = c,ol/3a +0(p1/3a), (6.11)
TC( )

with ¢ &~ 1.3. See [2,14,15,20] and references therein. The model of spatial random
permutations should give the exact correction to the critical temperature, i.e. the correct
constant ¢ in (6.11).

It is worth discussing the effects of interactions on spatial permutations in detail.
They both modify the point process and the measure on permutations. Let 1(* denote
the point process for an interaction potential of scattering length a, and v,(ca) the measure
on permutations. We can assign different parameters to these two measures, so as to
have the expectation

E@®g) = / @ (x) / Aol ()6 (). (6.12)

Let us fix the particle density, and let TC(“’“/) denote the critical temperature for the
occurrence of infinite cycles. Of course, T.* = T.““). For small a we should have

Tc(a) _ TC(O) B TC(H,O) _ TC(O) Tc(O,a) _ 1O

c

= +o0(a). (6.13)
7O 7O 7O
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The first question is whether both corrections are linear in a; if not, we could happily
dismiss one. This formula may be useful in numerical simulations. The second term
in the right side involves the point process for the ideal gas, while permutation jumps
are interacting. It can be easily calculated numerically since the set of permutations
is discrete. To know the corresponding linear behaviour would already provide some
information. The first term involves the positions of particles, and it may be difficult to
generate a typical realisation of the points. In any case, the random permutation approach
with Eq. (6.10) is much easier than path-integral Monte-Carlo simulations, and it should
yield the same result to lowest order.

7. A Simple Model of Spatial Random Permutations with Interactions

In the preceding section we have discussed a two-body interaction that is exactly related
to the quantum Bose gas. Rigorous results seem difficult to get, though. In this section we
simplify the interaction so as to retain only the largest contribution. Our approximation
is not exact, but the model may be of interest as an effective model, and it is exactly
solvable.

7.1. Approximation and definition of the model. 1t helps to think of particles as describ-
ing Brownian motions, and to interact whenever they cross each other’s paths. Clearly,
particles that belong to the same 2-cycle interact a lot. Our approximation consists
in retaining only these interactions, and in neglecting the rest. Thus we consider the
Hamiltonian

N
~ 1
Hom) = 2l —xmale > Va0
i=1 1<i<j<N
r()=j,7(j)=i
The potential V (-) is the exact jump interaction given in (6.10). To lowest order in the
scattering length, we find that [4]

2a 2

Vix,y,y,x) = + O(a”). (7.2)
Ix =yl
If 6 is a random variable that depends only on permutations, its expectation is given by
l ~
EAN®) = o 0 dx e Hxm) 7.3
AN (©) Z(A’N)N!%; (n)/AN xe (73)
N

This allows to simplify the model (7.1) further, without additional approximation.
Namely, we introduce the simpler Hamiltonian

N
1
H®(x,7) = Y le i — Xz + aNa (), (7.4)

with N> (r) denoting the number of 2-cycles in the permutation 7. Expectations with
H and H® are identical provided

/Ndx e~ H(x.m) :/Ndx e~ H " @.m) (7.5)
A A
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for any fixed permutation 7. Both sides factorise according to the cycles of m. The
contribution of cycles of length 1,3.4,...is identical. We then obtain an equation for
cycles of length 2, namely

1 2 1 2
/ dx;dx, e—ﬁln—Xz\ =V (x1,x2,x2,x1) :/ dx;dx, e—ﬁm—ml - (7.6)
A2 A2

Using (7.2), a few computations give [4]

g \1/2
o= (—) a+ 0(d?). (7.7)
np

We emphasise that the approximation consists in retaining only interactions within
2-cycles. Computations are exact afterwards, at least to lowest order in the scattering
length of the interaction potential U between the quantum particles.

7.2. Pressure and critical density. We now generalise a bit the model above by consid-
ering more general one-body terms, as we have done throughout this article. Let

N
H® (x,m) = D En(xi — Xz() +aNa (), (7.8)

i=1

with £ as in Sect. 5, and « is a positive parameter.

The pressure of this simple model can be computed exactly. One gets the critical
density by analogy with the ideal gas. We state below a result about infinite cycles for a
larger density, see Theorem 7.2. It remains an open problem to show that infinite cycles
are present all the way to the critical density.

For given «, the pressure depends on the chemical potential © and is given by

1
p(w) = lim —log Z(A, p) (7.9)
V—soo V

with Z(A, u) the “grand-canonical partition function”. We can define it directly in the
Fourier space, by

e/LN

N
ZA = Y v DDl [ [ r P S CA (1)
’ i=1

N2>0 ki,..., kn€eA* TeSy

We need the pressure of the ideal gas

PO () = _/ log (1 - e—<€<k>—ﬂ>)dk. (7.11)
Rd

Theorem 7.1. For i < 0, the limit (7.9) exists, and

p () = pP(n) — S (1 - e_‘"]/ o260 gp
R



Spatial Random Permutations and Infinite Cycles 491

Notice that the model is defined only for u < 0, like the ideal gas. Its derivative at
n = 0— gives the critical density, and we find

ap'@ 0 - —2e(k
C(“):WH:O_:pé)—[l—ea]/e ¢ dk. (7.12)
The first term of the right side is equal to the critical density of the ideal gas, Eq. (5.8).
The second term is the correction due to our simple interaction.
The physically relevant situation is d = 3, £(x) = |x |2/48, and « in (7.7). We find
that, to lowest order in a,

a, (7.13)

with ¢ = 0.37. The details of the computations can be found in [4]. This formula can
be compared with (6.11). Our constant has the correct sign, and is about a quarter of
the expected constant. This suggests that the simplified model accounts for some of
the effects of interactions on the critical temperature for Bose-Einstein condensation.
Besides, it allows for simple but illuminating heuristics: Interactions discourage small
cycles; then all other cycles are favoured, including infinite cycles. As a consequence,
repulsive interactions increase the critical temperature (or decrease the critical density).

Proof of Theorem 7.1. From (7.10), we have

Z(A, @) = Z H P G OBy DL z L'e—aNZ(ﬂk) ) (7.14)
n!

(M) gepnx keA* ﬂkGSnk

We decomposed the permutation 7 into permutations () for each Fourier mode, and
we also used

No(m) = D~ Nalmp). (7.15)

keA*

Notice that the chemical potential needs to be strictly negative, as in the ideal gas. We
get

1 1
(@) = lim — 1 —(e(k)—p)n —emaMNa(m) | 7.16
PO = lim 7> log| D e 2 e (7.16)
keA* n=0 eSS,

Let us compute the bracket above. For given w € S, let r; denote the number of cycles
of length j. Then j Jrj = n, and the number of permutations for given (r;) is equal
to

n /T 77t

jz1
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The bracket in (7.16) is then equal to

> ! > M e X gman
n! ) 'rjr N
n=0 rir,.. 20 [l >1777

ij’j:"
= Z H L[L_e—j(s(k)—u)]” Z i[l e—2(s(k)—u)—a]r2
ri!t L/ ro! 2
FLr3u e, 20 j=134,.. 7 >0

—expf D e ey L2t
j=1,3.4,...

= exp |~ log(1 — e~ 01 — L 2eWmw [y _ g7},

We caninsert this into (7.16). In the limit V' — oo the expression converges to a Riemann
integral. O

7.3. Occurrence of infinite cycles. Given « € [0, oo], the expectation of a random var-
iable on permutations is given by

N
1
E )= —— o(m e_“NZ(”)/ dx;...d e SA i —X®)
AN (O) ZAh NN EES () o X1 xNil_[l
m N =

(7.17)

The normalisation Z (A, N) depends on «, although the notation does not make it explicit.
We expect that the claims of Theorem 5.1 extend to o # 0, with the critical density given
by (7.12) instead of (5.8). But we only state and prove a weaker claim.

Theorem 7.2. Forall0 < b < 1,

(0)

Jim Expv(@ye py) 2 P = (A+reayl

Of course, the theorem is useful only if the right side is strictly positive. The proof is
similar to Theorem 5.1, but there is one important difference. We cannot invoke a set of
typical occupation numbers, such as A, in Eq. (5.24). We prove below (Proposition 7.6)

that the zero Fourier mode is macroscopically occupied if the density is large enough.
But we need it to be strictly bigger than péo) , itself bigger than péa)

Let us define

1
hy() = - Z e~ M) (7.18)

" neS,

Notice that %,,(0) = 1. We introduce a probability on (A*)"Y x Sy that generalises Eq.
(5.14):

1

Z'(A, N)N! e M) e X, (7.19)

PA,N(k X 7t) =
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if ki = kg ;) forall i, it is zero otherwise. Summing over permutations, and over vectors
k that are compatibles with n, we get

1

Py n(n) = 7N

[T e #®" hy (@ (7.20)
keA*

We generalise Lemma 5.4.

Lemma 7.3. We have Z(A, N) = CNZ'(A, N) with C = f e ¢ and forall € Ry,

Exn@) = D Panm D 6(m)Pyn(rll)

nGNA_N ﬂESN
with k any N-tuple such that n(k) = n.

Proof. We use Corollary 5.3 to rewrite the expectation E 5 y in the Fourier space:

N
1 —aNa(m) (k)
Ean@) = ZA NN Z O (m)e *27 Z Haki,kn(i)ce ‘

TeSy ki,..., kyeA*i=1
- Z 0() Z Ppn(k x )
7eSy ke(A®)N
= > Pan(k) D 0(m) P (k). (7.21)
ke(A*)N TeSy

One can sum first over 7 and then over compatible k’s. O
Next we gather some information on the functions %, («) defined in (7.18).
Lemma 7.4. For o € [0, 00], let § = 5(1 — e™*) € [0, 5].

@ ha(@) = 300 H(=8)
(b) -6 < hn(a) < 1.
(©) e =82/ 511 < hy(a) < e +8"2/| 3L

Proof. Tsolating the contribution of the cycle that contains 1, we get the following recur-
sive relation, forn > 2:

n—1

1
n(e) = = jgohj(a) = (1= e hp2(@). (7.22)

We also have hog() = hi(a) = 1. Now the formula in (a) can be proved by induction.
(b) is a consequence of the alternating series in (a). Notice that i («) = h3(a) = 1 — 6.
(c) follows from the expression

hp(a) = e — z (_,8')]. (7.23)
‘ J!
J= 18+

Recall that alternating series of decreasing terms are bounded by their first term. O
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Let us define N, , () = Z?:l X(a,n) (¢ (7r)). Note that Ny , () = Ve, , ().

Lemma 7.5. Suppose a > 2, and let § as in Lemma 7.4. For allm > 0,

e*()th(?T) m
gg: Nan(O) 5o > (0= a = 2m)(1 = 8").

Proof. When summing over permutations, all indexes i in the definition of N, ,,(;r) are
equivalent, so that

—aNz(JT) —OlNz(ﬂ)

2 Nan(m) oo =n 3 Xl (G1(T) 5 (7.24)

neS, reS,

Summing over the lengths of the cycle that contains 1, we get

e—aN2 (1) n e—aN2(7)
> Nawlr)—n o Zn(n—l) n—jrn > S ST
eSS, j=a 7eS,;
e (@)
_jé @ (7.25)

We get a lower bound by summing up to n — 2m. By Lemma 7.4 (c), we have for
2<j<n-—2m,
h—j(at) e d — 5" /m!

> >1-48". 7.26
ha() ~ €8 +8n/2/ 18] (7:20)

The last result that is needed for the proof of Theorem 7.2 is that our interacting
model displays Bose-Einstein condensation, in the sense that the zero Fourier mode is
macroscopically occupied.

Proposition 7.6. The expectation for the occupation of the zero Fourier mode is bounded
below by

4
ny s, 4t 0
Jim Eaw () 2 0 = qmaypre

Proof. We proceed as in Appendix B of [27]. We have

Enn (%) = Z EA N (), (7.27)
keA*

and
Exn(i) = D Pan(u > j)
izl
—a(k’)nk/ h

— Z Z e*é‘(k)] Hk,EA* € s (a) hnk+j (a)‘ (7.28)
Z'(A, N) By ()

Jj ZIHENA_ij
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The latter ratio is smaller than (I — §)~! by Lemma 7.4 (b). By restricting occupation
numbers to ng > j, we also have

ZAN) = > [ et O (o) '10+J(0‘)

nENA,N —j keA* 0( )
> Z'(A,N — )1 — 8. (7.29)
Then
; 1
_ 2 =k — (1 —§)y 20—
Exn () < (1-9) ,; W == (7.30)
It follows that
no -2 1 1
Eaxnv(®) Zo-0-87C > —f5— (731)
ke A*\{0}
We get the proposition by letting V — co. 0O
Proof of Theorem 7.2. From Lemma 7.3, we have
e—aN2(7)

EAN@u) = D, Pan@m) D 0,,0m) (7.32)

neNA,N HGSN
ki=ky iy Vi

erA* Ry (a)ng!”

Compatible permutations factorise according to Fourier modes, i.e. 7 = () with
7k € Sp,. Also, Nao(r) = D7) Na(my). Then

e—aNa ()
Exnen)= > Pavm | [ > = e | @ma ()
nENAvN kGA*ﬂkES (a)n
e—aN2(mr)
= D> Panm D D el k)h (7.33)
neNy .y keA* mpeS,, ¢ @i

We keep only the term £ = 0. Using Lemma 7.5, we obtain the lower bound

ng — 3v>~ b
Exn(eyry) > 2, Panm———1-8")

nENA N

> Epy () —4vPi! (7.34)

The claim follows from Proposition 7.6. 0O
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Appendix A: Macroscopic Occupation of the Zero Fourier Mode

In this appendix we investigate the random variable n — n¢ under the measure (5.16)
in the thermodynamic limit V. — oo, N = pV, for all density parameters p. We want
to show that ng/V approaches a limit for each density p. We will actually show much
more, by giving the limiting moment generating function of no/V. We partly follow
Buffet and Pulé [6], who considered the ideal Bose gas in arbitrary domains.

Theorem A.l. Let pg = max(0, p — pc), with p. the critical density defined in (5.8).
Then

lim EA,pv(ek”"/V) = '™
V—o0

Sforall & > 0.

Our first proof applies only when p, is finite. We give below an argument that com-
pletes the proof.

Proof when p. < oo. It is shown in [27], Appendix B, that for all k € A*, we have

Pa (g > j) = e *®J % (A1)
Since P(ny = j) = P(nx > j) — P(nx > j + 1), we find for b > 0,
1 &
Enn (e"0) = VI ,Z(:) e (Z'(A,N — j)— Z'(A,N — j — 1))
LG ﬁ) e (Z' (N, )= Z'(A, j = 1)) (A2)
Z'(AN) S

Here, we used the convention Z(A, —1) := 0 and the fact that P y(ny > N +1) =0.
Putting in N = [pV | and setting v = 1/ V we obtain

eho

Z,(A—pV)Ze VZWN - Z 1), (A3)

Enpv ( Ang/V )

Above, we wrote pV instead of | oV | and we will continue to do so, to simplify notation.
Now comes the clever insight of Buffet and Pulé [6]: In (A.3), both Z'(A, pV) and the
sum over j can be written as integrals with respect to a purely atomic, V-dependent
measure u on R*; since the functions that are being integrated will not depend on V,
we only need to study the limit of . The measure pp is given by

o
pa = Cp D (Z'(A, )= Z'(A, j = 1))8jv
j=0

on R*. §, denotes the Dirac measure at x, and the constant C, will be fixed later in
order to obtain a limit measure. From (A.3) it is now immediate that

10,0 (¥) €+ ua (dx)
E ano/V) — oo J 11001 Ad
o (#7) J 110,011 (dx) Ay
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What makes the idea work is that we can actually calculate the Laplace transform of p
and take the limit. We have

00 o0 Iy
/ e M palde) = Ca D eV (Z(A. j) = Z/(A, j — 1))
0 =0
00

—Cal—e )Y ez )
=0

=Cp(1— eV )exp(— z log (1 _ e—é—s(k)))

keA*

=Cpexp | — Z log (1 - e_%_s(k))
keA™\{0)

The second equality above is just an index shift, the third is the well-known formula for
the pressure of the ideal Bose gas, Eq. (7.11), and the last line follows from &(0) = 0.
The sum in the exponent of the last line is actually quite manageable. By the fundamental
theorem of calculus we have for each k # 0,

A
_ e b—e ) - l —1 ( — W )
log (1 e v =7 ), ormem - 1dy+log I1—e ,

and summation over k gives
> log (1 _ e’%’e(k)) = > log (1 _ e*g(’d) tipen  (AS)
keA*\{0) keA*\{0})

with
1 /A 1 1
Pe A = — — E ———dy.
) /V+e(k) _
Mo Viamn © 1

The first term in (A.5) diverges as V — oo and defines C . The second term converges
to the critical density p.: the integrand is decreasing as a function of y and converges to
pc as a Riemann sum for each fixed y, since

1 1 1 1 1 1

A L T L
e(k) _ = v/ V+e(k) _ = ek) _

4 ke A*\{0} © 1 4 ke A*\{0} e’ 1 4 ke A*\{0} ¢ 1

Dominated convergence in y now proves convergence to p.. We have thus shown that
forall A > 0,

o

lim / e M pa(dx) = e M
V—o0 /o

and thus by the general theory of Laplace transforms s — 8, weakly. When used in

(A.4), this shows the claim for p > p.. For p < pc, both denominator and numerator

go to zero, and we need a different argument: we note that by what we have just proved

lim lim Ep v(e*/V)=1.
PN\ pe V—>00
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Since the expectation above can never be less than one, all we need to show is monotonicity
in p, i.e.

PA n+1(no = j) = Pan(no = ). (A.6)
For this we use (A.1) and we obtain

Pans1(ng = 1)
Pan—jri(ng = 1)

Pans1(ng 2 ) = Pan(ng 2 )

so it will be enough to show (A.6) for j = 1. By (A.1) this means we have to show
Z'(A,N)? > Z'(A,N — DZ'(A, N +1).

Davies [7] showed that the finite volume free energy is convex, which proves the inequal-
ity above. O

Proof of Theorem A.1 when p. = 0o. We getfrom Eq. (A.2), after some rearrangements
of the terms,

N
Ean(m/V ) — e V| = (1= eV )b 3 e HIV e Viani/VImaa N/ V)]
i=0
(A7)

ga(p) is convex and its limit g (p) is strictly decreasing for p < p. (and p. = oo here).
Besides, we have gpo (i/V) —ga(N/V) > b > 0,forall 0 <i < N/2, uniformly in V
and N = pV. The right side of (A.7) is then less than

N/2 N
(1 _ e*)\./V)e)\.p Z e*Vb + Z e*)\,i/v
i=0 i=N/2

This clearly vanishes in the limit V — co. O
Recall the definition of the typical set of occupation numbers A in (5.24).
Proposition A.2. For any density p, and any n > 0,
Jim P, pv(4y) = 1.
Proof. Let us introduce the following sets of unlikely occupation numbers:

AW ={() : [no/V = po| > n},

AP =3 D mez=avi, (A.8)
0<|k|<V 1
AG® = {(nk) ng = V3 for some k| > an}.
Then
A =ADUAP UAD, (A.9)
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It follows from Theorem A.1 that Py ,y (AM) vanishes in the limit V — oo. Equa-
tion (A.1) can be written using free energies as

Pan(mg > i) = e *®i = V@aayh-aa(y) (A.10)
We have already mentioned that g, is convex, and the limit ¢ is decreasing. Then

gr(p —€) —qa(p) = v, (A.11)

with v > 0. In addition, v > 0 below the critical density, or if the critical density is
infinite. Since

Exn(i) = D Pan(ni > 1), (A.12)
i=20

we get a bound for the expectation of occupation numbers for k& # 0, namely

1

Enn(ng) < w0 1 (A.13)

From Markov’s inequality and the bound above, we get

ZO<\k\<V—’7 Ep N (k)

PAn(A®) <
nVv

1
—1y,—1
O<|k|<V—1

The right side vanishes as V' — oo: Indeed, this holds if the critical density is finite even
if v = 0; and we know that v > 0 if the critical density is infinite.

Finally, (A.10) implies that Pa_y(nx > i) < e *® . Since e(k) > a|k|* for small
k, we have for large V,

PAN(A®) < D" Pan(u = V)
k| = v

< Z e—%aV"—s(k)
_Ll yn 1 _
< Ve 2¢v — e, A.15
>3 a1

The prefactor of the last line goes to 0, while the sum converges to a finite Riemann
integral. The whole expression vanishes in the limit. O



500 V. Betz, D. Ueltschi

Appendix B: Convexity and Fourier Positivity

The case d = 1 of the following lemma was used to provide an example of a one-
dimensional system with finite critical density. The result is certainly known — we were
told that it may go back to Pélya — but it is easier to find a proof than a reference.

Lemma B.1. Let g : (0,00) — (0, 00) such that fooo rdflg(r)dr < 00, and such

that rd_lg(r) is convex. Then the function f(x) = g(|x|) on R? has positive Fourier
transform.

Proof. First, we show that for any convex function 4 on (0, co), we have
n+l
/ h(u)cosQRmu)du > 0 (B.1)
n

for any integer n > 0. It is enough to consider the case n = 0; the general case follows
from a change of variables (translates of convex functions are convex). We have

/1 h(u) cosRru)du = /1/4 [h@u) — h(§ —u) — h(§ +u) + h(1 — u)] cos(2u)du.

' ' (B.2)
We used the fact that

cos(2mu) = —cos(2m (4 — u)) = —cos(2w (% +u)) = cos2n (1 — u)). (B.3)

172
1-2u-

We now show that the bracket in (B.2) is positive. Let « = Because 4 is convex,

h(y —u) = h(oau+ (1 — a)(1 — u))
h(+u) =h((1 — u+a(l —u)

ah(u)+ (1 —a)h(l —u),
(1 —a)h(u) +ah(l —u).

VASV/AN

This proves positivity of the bracket of (B.2), hence of (B.2) and (B.1). The case d = 1
of Lemma B.1 follows, since f (k) =2 fooo f(r)cos2m|k|r)dr.

For d > 2, let 6 denote the angle between x and k, and let () > O denote the
measure of all remaining angles (E(0) = 2 ford = 2, E(0) = 2x sin6 for d = 3).
Then

o~

flk) = /Oord_ldr /n E(6)d0 g(r) cos(2m |k|r cos )
0 0

TROE@)e [ u
=2 _— duu®"'g| ——— ) cos2mu). (B.4)
o (klcos®)? Jy |k| cos @

Now ud_lg(m) is convex in u for given |k| and given 0 < 6 < 7 (scaled convex
functions are convex). The latter integral is positive by (B.1). O
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